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Abstract

Virtual Reality (VR) has emerged as a transformative tool, offering significant potential
to enhance inclusivity. This paper examines the integration of VR and Artificial
Intelligence (Al) in language and cultures learning, focusing on its application in
fostering an inclusive and immersive educational experience. It presents Al-driven VR
scenarios that transform language learning into an inclusive, immersive experience.
The Unity-based experience enabled real-time spoken interaction by combining
OpenAl's Audio Transcriptions API (Whisper-1), the GPT-40 dialogue model, and AWS
Polly for text-to-speech. A case study has been conducted with Spanish B2-level
students who engaged in a VR job interview simulation within the Data Immersion
Suite. This platform provided an interactive environment for students to practice real-
world communication while receiving peer feedback. Given that higher-level language
acquisition demands not only grammatical accuracy but also real-world
communicative competence, VR offers a dynamic solution by simulating authentic
interactions in a low-pressure setting. The combination of VR and Al created a
customisable and accessible learning platform, accommodating varied learning paces
and reducing social anxiety. The effectiveness of VR and Al as tools for inclusive,
immersive learning is further supported by existing research indicating that
multisensory engagement enhances retention (Shadiev et al, 2021). These
pedagogical innovative sessions provide valuable insights for developing innovative
and inclusive approaches aligning with contemporary pedagogical demands while

increasing the appeal of our academic offerings in the context of CTP.
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Introduction

This paper presents an innovative pedagogical approach that integrates Artificial
Intelligence (Al) and Virtual Reality (VR) into the language learning classroom, with a
specific emphasis on inclusivity, experiential engagement, and confidence-building.
The initiative aims to revolutionise language acquisition by moving beyond static
computer-assisted instruction toward dynamic, multimodal immersion. Language
learners, particularly those with Individual Learning Support Plans (ILSPs)—
personalised accommodations for students with specific learning needs—often face
heightened pressure in conventional classroom settings where anxiety, self-
consciousness, and performance-based assessment can hinder communication. The
integration of VR into language education addresses these challenges by offering a low-
stakes, gamified, and adaptive learning environment. The VR Spanish Session aligns
with ongoing efforts to embed inclusive technologies into higher education, fostering
neurodivergent accessibility and cross-cultural empathy. This immersive experience
was developed for SPAN200, a second-year undergraduate module at Lancaster
University focused on advancing listening and speaking skills in Spanish. Conducted at
the end of the academic year, this lesson supported 29 students preparing for study
abroad or seeking Spanish-language work placements with a scenario that simulated
a job interview. This short paper outlines the pedagogical design of the VR Spanish
Session, presents findings from this immersive learning experience, and reflects on its

broader implications for inclusive, Al-enhanced language education.

Designing Immersive Pedagogies

This initiative draws on interdisciplinary research and pedagogical practice to rethink
language learning through immersive technologies. Grounded in scholarship from
educational technology and inclusive learning, the project explores how Al-enhanced
VR can redefine student engagement and accessibility.

Notable precedents include Kaufhold and Steinert’s (2023) work on haptic VR labs for
visually impaired STEM learners, and Altin et al.'s (2025) review of VR interventions
supporting social skills in children with autism. Freina and Ott (2015) stress the role of
low-cost VR in democratising access in underserved areas, while Shadiev et al. (2021)
demonstrate VR's potential in fostering cross-cultural empathy and emotional
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intelligence. Together, these works signal a pedagogical shift: immersive technologies
offer a means to reconfigure traditional learning boundaries and nurture diverse
learner profiles. While these studies highlight the inclusive and affective potential of
VR, many " limited by narrow disciplinary scope, short-term interventions, or lack of
integration with adaptive Al feedback systems. In contrast, our initiative combines
immersive VR with real-time Al-driven linguistic analysis and flipped learning design,
aiming not only to reduce anxiety and enhance accessibility but also to embed
sustained, reflective learning practices. By situating language acquisition within
culturally embedded simulations and providing CEFR2-aligned feedback, our approach
extends the inclusivity goals of earlier models while addressing their scalability and
pedagogical depth. At Lancaster University, this scholarship informed the development
of the VR Spanish Session, a collaborative project between language staff in the School
of Global Affairs and the Innovation Team. The collaboration began over a year ago
following a VR webinar, where initial contact was made with the Innovation team. Most
of the design work took place online, with Raeesa leading the technical development
and Alicia coordinating the language content. Additional input came from both
Innovation and Language and Cultures colleagues throughout the scenario-building
process. The initiative was deployed in three strategic phases: Scenario creation,
material curation and immersive deployment.

The first phase of scenario creation involved the translation of learning objectives into
culturally relevant simulations such as job interviews, restaurant interactions, and
tourist office exchanges. These scenarios were co-designed by developers at the ISS
Innovation team and Spanish-language specialists from the School of Global Affairs to
ensure accessibility and progression across CEFR levels A1-C2. Each scenario included
differentiated prompts and role conditions, allowing beginner learners to engage with
foundational vocabulary while advanced students tackled nuanced, context-rich
dialogue The immersive application was built in Unity, with learners conversing in-
world with role-conditioned Al characters aligned to each scenario (e.g., recruiter,
waiter, clerk). Prompts were crafted to reflect realistic dialogue and align with specific

2 The Common European Framework of Reference for Languages is an international standard for describing language
proficiency across six levels (A1-C2), used to assess and compare learners’ skills in reading, writing, listening, and
speaking.
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linguistic goals, enabling students to engage with authentic communicative tasks
(figure 1). Using OpenAl’'s Audio Transcriptions APl (Whisper-1), the GPT-40 model, and
AWS Polly, the system enabled real-time speech-to-text and text-to-speech, allowing
for fluid conversation and adaptive feedback. Following each session, students
received a comprehensive Al-generated report that included: A full transcript of their
interaction, CEFR-aligned analysis of grammar and vocabulary, sentiment analysis via
AWS Comprehend, Scenario-specific feedback to support reflection and growth.

Menu Scenario Code: Rabbit-Grape-Spinach-Bike

Activity :

s jHola! Bienvenido a nuestro restaurante. ;En qué puedo ayudarte hoy?
Scenario

Language : jHola! ;Qué hay en el menu de hoy?

Spanish
jHola! Tenemos hamburguesas, papas fritas, ensaladas, nuggets de pollo y batidos. ; Tienes alguna
preferencia o algo en especifico en mente?

Level :

¢Qué hamburguesas son vegetarianas?

Practice Partner :
Tenemos una hamburguesa vegetariana que esta hecha de frijoles, champifiones y especias. También
ofrecemos la opcién de sustituir la carne en cualquiera de nuestras hamburguesas por una hamburguesa

Carla
de frijoles. ; Te gustaria probar alguna de esas opciones?

Scenario :

RectatTant ¢Me puede dar una hamburguesa de frijoles y jugo de naranja, por favor?

Finished conversation?

Claro, una hamburguesa de frijoles y un jugo de naranja. ;Algo mas para afadir a tu pedido? { GotoReport

{ A Home

]

Figure 1. Online version of the restaurant scenario in Spanish

Once the scenarios were functional, supporting materials, including vocabulary and
visual prompts, instructional videos, and peer-assessment checklists, were curated and
distributed to students prior to the immersive session. Learners were also given access
to a web-based version of the scenario, allowing them to rehearse interactions
asynchronously and at their own pace. This approach reflects a flipped learning model,
where foundational content is introduced before class, enabling students to engage
more deeply during the live session through active, experiential learning. Flipped
learning enhances student outcomes by shifting passive reception of information to
active knowledge construction. It supports differentiated pacing, fosters autonomy,
and allows classroom time to be used for higher-order tasks such as problem-solving
and reflection. As Baig and Yadegaridehkordi (2023) note, flipped classrooms in higher
education promote engagement, critical thinking, and self-directed learning by
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leveraging pre-class digital resources and in-class collaborative activities. Al generated
feedback was organised into the following components: (i) a scenario-performance
report (task achievement and pragmatic appropriateness), (ii) a language-use report
mapped to CEFR descriptors (figure 3), (iii) a full transcript of the interaction (figure 2),
and (iv) sentiment analysis to support self-assessment (figure 3). In this context, the
pre-session materials helped students build confidence and linguistic readiness, while
post session peer assessment and Al-generated reports converted performance into
CEFR-aligned, actionable next steps.

24/09/2025, 16:27:49

. Al =
jHola! Bienvenido a nuestro restaurante. ;En
qué puedo ayudarte hoy?
24/09/2025,16:28:58
User 2
jHola! ; Qué hay en el menu de hoy? .
Sentiment: NEUTRAL
Mixed Neutral Positive  Negative
24/09/2025, 16:28:59
Al =
. jHola! Tenemos hamburguesas, papas fritas,
ensaladas, nuggets de pollo y batidos. ; Tienes
alguna preferencia o algo en especifico en
mente?
24/09/2025,16:29:42
User &
¢ Qué hamburguesas son vegetarianas? .

Sentiment: NEUTRAL

Mixed Neutral Positive Negative

Figure 2. Transcript of the conversation with translation into English and sentiment

analysis
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Reports
Scenario Performance ~

Performance Report
Strengths:
. Polite Interaction: The user started the conversation with a polite greeting and maintained a friendly tone throughout the

iy

interaction, creating a welcoming atmosphere.

N

. Clarity in Ordering: The user clearly expressed their preference for a vegetarian bean burger and an orange juice, making

it easy for the bot to understand and process their order effectively.

W

. Adaptation to Scenario: The user effectively adapted to the scenario of ordering food at a fast food restaurant by asking
about the menu options and placing a specific order, demonstrating an understanding of the context.

Areas for Improvement:

iy

. Grammar and Vocabulary: While the user made requests and asked questions appropriately, there were instances where
minor errors in grammar and vocabulary were present. Improving these aspects can enhance the overall fluency of the

conversation.

N

. Engagement with Menu Options: The user could have engaged more with the menu options provided by asking about
additional toppings, sides, or meal deals to explore the full range of choices available at the restaurant.

W

. Expressing Preferences: It would be beneficial for the user to express preferences or ask for recommendations when
ordering, as it can enrich the ordering experience and potentially lead to discovering new items on the menu.
Conclusion:
Overall, the user demonstrated a solid foundation in engaging with the fast food ordering scenario by being polite, clear in
their requests, and adapting to the context effectively. To further enhance their performance, focusing on improving
grammar and vocabulary, actively engaging with menu options, and expressing preferences can lead to a more dynamic
and engaging ordering experience in Spanish. Keep up the good work and continue to practice to enhance your language

skills and ordering proficiency.

Use of Language v

Overall Conversation Sentiment

@ 1.10% 0.15% 92.50% 6.24%

Negative Mixed Neutral Positive

Figure 3. Sentiment analysis and reports

The third phase was the deployment of the immersive experience at the Lancaster’s
Data Immersion Suite, a state-of-the-art facility featuring a wraparound video wall,
surround sound, and real-time data visualisation capabilities (Figure 4). Designed to
simulate complex, life-like scenarios, the suite enabled students to engage in spoken
interactions with Al-driven chatbot and enhanced the immersive experience.
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Figure 4. Immersive session in the data immersion suite

Student experience and Inclusive impact

Most of the cohort had prior experience using digital language tools like Duolingo. Some had
previously used VR headsets, mainly for recreational gaming, though for many this was their
first exposure to educational VR. Scenario design aligned with SPAN200’s learning outcomes
so that they could explore Spanish-speaking work culture, including formal linguistic registers
such as usted, and domain-specific vocabulary. They were expected to respond to typical
interview questions, refined nonverbal communication strategies, and structured personal
introductions focused on skills and achievements. The Al interviewer would also introduce
more challenging prompts, allowing students to develop resilience and improvisation.
Learners also prepared culturally appropriate questions to ask at the end of the interview,

strengthening conversational depth and engagement.

Students praised the sessions for reducing pressure, supporting autonomy, and enhancing
motivation. Most reported feeling comfortable with the headset, and nobody experienced
motion sickness, thus suggesting the format’s accessibility across learner profiles and its
adaptability to unfamiliar technological environments. Following these sessions, informal
discussions with students and pedagogical evaluation of the module?® revealed four main

areas of strength:

+ Anxiety Reduction: The VR setting provided a psychologically safe space to practice

language, mitigating stress through simulated yet low-pressure interaction. Crucially,

3 This initiative and discussions were conducted as part of routine pedagogical enhancement within a credit-bearing module. Student participation
in feedback activities was voluntary and anonymous, and no identifiable or sensitive data were collected.
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anxiety is known to exacerbate existing learning needs and physical disability
conditions, often reducing learners’ ability to perform at optimum levels. By
lowering affective barriers, the immersive format enabled more equitable
participation and improved performance across the cohort.

« Personalised Feedback: Al-generated reports offered CEFR-aligned linguistic
analysis and tonal insights, supporting differentiated learning pathways and
enabling students to reflect on their communicative style and progress.

« Multisensory Engagement: The integration of visual, auditory, and kinaesthetic
modalities enhanced retention and cognitive processing, particularly benefiting

students with diverse learning preferences or sensory profiles

« Cultural Empathy: Role-playing situated scenarios encouraged exploration of
linguistic nuance and cross-cultural understanding, fostering deeper

engagement with Spanish-speaking professional contexts.

The pedagogical design is particularly impactful for neurodivergent learners and those
with sensory or motor impairments. By leveraging adaptive technologies and inclusive
design principles, the initiative enabled equitable access to experiential learning.
Students consistently reported that the immersive format accelerated their learning
and increased their confidence in real-world communicative scenarios

In broader practice, this initiative aligns with Lancaster University’s strategic
commitment to embedding accessibility, employability, and innovation across the
curriculum. It demonstrates how immersive digital technologies can democratise
language learning through experiential accessibility and reduce attitudinal and

physical barriers across diverse learner groups.

What is more, it provides structured, reflective peer feedback using embedded
assessment tools. Its successful deployment signals strong potential for cross-
disciplinary scaling and national adoption, especially for language educators seeking
inclusive, technology-enhanced pedagogies.
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Conclusion

This project has illustrated how immersive technologies anchored in pedagogical
theory and interdisciplinary collaboration can transform language education for
diverse learners. By integrating Al-driven interaction with VR-enhanced simulation, the
initiative addresses both structural and attitudinal barriers to language acquisition,
particularly for students navigating neurodivergence, cultural distance, or

communicative anxiety.

This innovative pedagogical approach also empowers learners to rehearse, reflect, and
improve in ways that are personalised, inclusive, and emotionally resonant. The
intentional use of flipped learning, the embedded design of realistic scenarios, and the
deployment of Lancaster's Data Immersion Suite together signal a dynamic
convergence of theory and practice.

Looking ahead, the project aspires to broaden its reach, linguistically, culturally, and
institutionally. By refining affective design elements, future iterations aim to deepen
learner engagement and extend the pedagogical blueprint. Ultimately, this work
champions a vision of language learning that is immersive, empathetic, and
transformational. Recognised by its innovation and inclusive impact on language
pedagogy, the project has recently been shortlisted for the Immersive Experiential
Learning Award at the QS Reimagine Education Awards,

Despite its pedagogical strengths, the project presented several logistical challenges.
Setting up the VR headsets required technical support from Lancaster’s Innovation
Team, and the immersive format necessitated splitting classes into smaller groups,
which increased staff workload and coordination demands. Additionally, while most
scenarios functioned as intended, occasional glitches in Al responsiveness disrupted
flow and required on-the-spot adaptation. The ethical use of sentiment analysis in
student feedback requires caution, as interpretations of algorithmic tone vary and may
lead to undue trust in its objectivity. Further improvements to scenarios require
sustained investment in development and training, and given the current funding
climate, financial constraints remain a significant limitation to scaling and sustaining

these innovations.

Page 9 of 11



Proceedings of the Lancaster University Education Conference 2025 | Short Papers !

These limitations underscore the importance of continued collaboration between
academic and technical teams to ensure smooth delivery and scalability. Staff training
modules tailored to digital pedagogy could support educators in interpreting and
contextualising Al-generated insights. As underscored by the UK Parliamentary
POSTnote (UK Parliamentary Office of Science and Technology, 2024), the need for
clearer legal frameworks and staff training to mitigate risks such as algorithmic bias
and over-reliance on automated feedback is required. To mitigate other limitations,
asynchronous VR alternatives may also offer immersive, low-barrier engagement for
students unable to participate in synchronous formats.

In response to this year’s findings, the VR interview session will be embedded into the
curriculum for the next academic cycle, ensuring structured integration and timetabled
support. The challenges encountered have been instrumental in prompting efforts to
humanise the chatbot interface and embed greater cultural sensitivity into its design,
ultimately enhancing the relevance and responsiveness of its outputs. These
adaptations reflect a commitment to more empathetic, context-aware engagement
that will further be trialled in French in the academic year 2025-26, expanding its
linguistic reach, and adapted for first-year students using simplified scenarios and
lower CEFR levels. These developments reflect a commitment to inclusive progression
and curricular innovation, reinforcing the project's potential as a scalable model for

immersive language education.
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